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270 bytes
TOH Payload

9 bytes 260 bytes

J1
B3
c2
G1
M1 9
H4
w2

74
z5

H4: Offset Indicator
M1: Bus Identification
M2: MID Page Allocation

Figure 14: STS3 Frame

Head of Bus A generates MID values
Other nodes observe & keep MID value

HOBB repeats MID values back on Bus B
Other nodes reserve MID values

MID is a 10-bit field
There are 1023 MID values
1to 511: reserved for SS
512 to 1023: to be used by CPEs

Figure 15: MID Page All ocation Protocol

Revision: 1.0



Bay Bridge

21

MAC A MAC B
PLCP1 PLCP2

Framer

(DS3 or STS-3c)

Bus A Bus B

Bus B

Bus A

Figure 12: PLCP Connections

Transport
Overhead Payload
3 bytes 53 bytes
Z6 L2_PDU
Z5 L2_PDU
Z4 L2_PDU
Z3 L2_PDU
z2 L2_PDU
z1 L2_PDU
F1 L2_PDU
B1 L2_PDU
G1 L2_PDU
M2 L2_PDU
M1 L2_PDU
C1 L2_PDU
1 byte
Payload
Overhead

Figure 13: b3 Frane

Trailer
13-14
nibbles
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44 bytes
Header DataField Trailer
ACF NCI ST MID CSN PL CRC
lbyte | 4bytes | 2bits | 10bits | 4 bits 4 bits | 10 bits
5 bytes ~-—— 2bytes ———» + 2bytes —

Figure 10: SMXB Cell Structure

MAC_Request[31:0] MAC_Indicate[31:0]
External
1k x 2 Static RAM Address
Match
MID Lookup Table
Shift Register Buffer
Control - Control
10 SAR 10 SAR
MID Control
TRANSMIT MONITOR RECEIVE
Control Control Control ”
— E
2
3
-]
g

QUEUE Control

TolFrom
Other MAC

BUSYIREQ [*
Control T
PHY_Request{7:0] PHY_Indicate[7:0]

Figure 11: Block diagramof DQDB MAC chip. Designed using Berkeley
VISI design tools “Octtools” and “Lager”. Fabricated through MBISin 2um

CMS.
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Cell Buffer
MID H
Value
Message Table
Message #1
Cell #4
MID Table /
Message #1: Ptr to Cell #1 Message #1
Cell #1
Ptr to Cell #2
Ptr to Message #2 Ptr to Cell #3 Message #1
Ptr to Message #1 Ptr to Cell #4 Cell #2
: Message #2
Message #2: W pir to Cell #1 Cell #2
Ptr to Cell #2
Message #2
Ptr to Cell #3 Cell #1
Message #1
Message #3: Cell #3

Figure 8 Reassenbly for interleaved nessages with msordered cells.
Table, Message Tabl e and Cell Buffer are inplenented as separate RAM.

DATA
SSM |COM
BOM | EOM Cells Received
RIW
MID | | |
MID Controller :I :I
New FIFO FIFO Controller
Shared
Single Port
Address RAM
FIFO R/W
List of FIFOs Pointers
currently unused
Read FIFO #

Figure 9: Proposed Reassenbl y desi gn
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To/From Bridge Board

Segmentation Reassembly

Physical Layer Convergence

Protocol

Framer
(DS3 or STS-3c)

To/From Network

Figure 6: SMB Interface of The BayBridge

250 byte Message
44 bytes 44 bytes 44 bytes 44 bytes 44 bytes 30 bytes
BOM DataField %
<

header
COM

COM %
trailer

BOM: Beginning of Message <
COM: Continuation of Message EOM /
%

EOM: End of Message
<—— 53bytecell —

Figure 7: Segnentating a 250-byte nessage
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Bridge

Protocol

Network
Mgmt

Bridge
Mgr%t

. | SBus DMA Board |

smps| |
Layer 2
Board

SAR
Board

l

|

| Segmentation |

| Reassembly |

DQDB
MAC A

DQDB

MAC B

PLCP |

1 1
SONET Framer
PHY & Clock Recovery

Y
SMDS STS3 Interface

SUN
SPARC
Station

Figure 4: SMB Interface as a direct connection

FDDI
FC DA SA DATA CRC
SMDS
PI Data
' BA CRC
Misc s DA SA + + Length
Size PAD | PADBytes | (©PY 9
AP ATED FDD
SMDS SMDS
HDR TRLR
—
Q LLC | SNAP FDDI Frame
o
<— 38bytes —= 4 bytes

Figure 5: Encapsulating FDOI PDU to L3- PDU
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— The optional 32-bit CRCadds to the length of the header. It also
adds to the conplexity of the Segnentation & Reassenbly design.
G ven the lowbit error rate and other physical layer error checking
nechanisms (e.g. Cell CRC), the CRCis not necessary to naintain
an operational network.

— The Payload Length in each cell 1s redundant, as the Length of the
Mssage 1s al ready known.

— The Information fiel d 1s padded to be word-aligned. This neans the
last two bits of the BASize fiel d are al ways Os. Thus, the Padding
Length indication bits are redundant.

— The HLH fiel d was defined to indicate the Hi gher Layer Protocol
Identifier, this field could be use to indicate that the nessage 1s a
I encapsul ated packet. 'The HLPI field is al ways set to 1 for
LLC, thus the informationabout the nessage has to be storedinthe
LLC Header and SNAP Header which adds another 8 bytes to the
Mssage Header.

o (¥l IXlineation Process: 1f the H) Pointeris used to indicate the begin-
ning of a cell, its inplenentation would only require a conparator and
a 6-bit counter. On the other hand, to inplenent the Cell Delineation
protocol requires a state machine, a 3-bit counter, and a Ins tiner. In

addition, there is apossibilityof continuingtomsinterpret ab-bytestring

as the beginning of a cell if it repeats every 53 bytes.
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node. This is only applicable in the Mil tiple-CPE configuration;in the Single-
CPE environnent, there is little the CPE can do except to notify the SS.

Errors may also arise fromthe MD Page Allocation protocol. As stated in
the previous section, the CPE continues to keep the M D val ue once it has
reserved 1t. If the MDvalue has been reserved by this CPE arrives and is
nar ked by another CPE (upstrean), the CPE lost its MD It needs to notify
1ts management and to reserve another M Dvalue. This scenario would occur
inthe Mil tiple-CPEenvironnent but not in Single- CPE

If the PLCPstarts toreceiveincorrect Cell Headers, it neans that it has becone
out-of-sync wi th the upstreamnode. Infact, if the PLCPreceives 7 consecutive
cells withincorrect headers, it will stop alerting the MACof incomng cells. It
will return to the ¢/l Iklineation process to search for correct Cell Headers
again. If the searching process goes on for lns and cells are still not detected,
the PLCPwill reset itself tostart the initialization process again.

5 Conclusion

In this paper, a Single- CPE SMXB has been demonstrated at STS-3c rate for
direct connectionor as interface toa bridge/router. Wile SME offers a com
prehensive service to the users at high speed and a path towards ATM i1t is
not wi thout problems. In this section, sone of the drawbacks of SMXE are
presented: M DPage Allocation Protocol, Redundancy in SMB Protocol, and
Cell Delineation Process.

o MID Page Alocation Protocol: The protocol requires that each CPE has

a 10-bit counter to keep track of the 1023 M D val ues to be broadcast
on Bus A In addition, each M byte transmtted includes the two least
significant bits of the current MDto ensure that all CPEs inthe network
are processing the sane MDvalue. This requires a state nachine to be
inpl emented as a part of the Managenent logic. It would be sinpler, for
exanple, to assign each CPE a M D val ue before it is connected to the
network - the way addresses are assigned.

o Redundancy tn SM¥ Frotocol: SMB is designed tointeroperate with as
many protocols as possible, as aresult there is a high overheadin SME.
There are 36 bytes in the Header and 4 to 8 bytesin the Trailer (optional
32-bit CRC). In addition, the LLC Header and SNAP Feaders require 8
bytes which brings the Header to 48 bytes [11]. Thus, a m ni numof 2
cellsare required totransmt an I P packet or encapsul ated frane.

Sone exanpl es of the overheads are:
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uni que MIs. Inthis case, the CPEat the furthest distance for the Head
of Bus A (HOBA) will be able to reserve the first MDwhile the CPE
closest to HOBAwill be the last toreserve its MDvalue (see Figure 15).

5. (Checking Link Status Signal: CPE can begin to transmt cells to the SS
only after the incomng Link Status indicates that the linkis connectedor
ro_l i nk_up.

6. Looking for cells: Wiile the management 1 ogi ¢ processes the Payl oad Over-
head, the PLCP logic search through the payload for cells. Only after
receiving 6 consecutive cells with correct headers does the PLCP consider
to be insync and begins to alert the MACof incomng cells.

After all the steps inthe Initializationprocess have been conpleted, the CPEis
ready totransmt cells tothe SS. Note that the earliest tine the CPEcan begin
datatransmssionis after receiving nearly a frane or 125pus. Infact, the SMF
Start-up Procedures require that the CPE waits for 7 seconds after receiving
franes fromthe SS before transmtting busy cells.

4.1.1 Data Transmission

During the data transmssion process, the CPEreceives cells fromthe SSin the
125us frame payl oad. The CPE uses the 125us timng narks in the receiving
direction to generate its own franes which carry cells back to the SS.

(Cells are assumed to arrive consecutively once the C¢ll I¥lineationprocess has
been conpl eted during the Initialization process. If the cells are not received
correctly, the PLCPis required to search for the correct Cell Header again (as
during the Initialization process). Assuning that no serious error condition
occurs, the cells will be received in the correct sequence again. The MAC
transmts and receives cells as describedinsection 3. 1.

(nce the CPE has reservedits MD 1t continues to check and keep the M Das
M Dval ues are broadcast onthe network. This will ensure that the M Dused
by each CPE1s uni que.

4.1.2 Error Recovery

If anerror or al armsignal 1s generated by the Franer, it neans that the i ncom ng
linkis nolonger operating correctly. The CPEw 11 alert the upstreamnode of
the condition while trying to reconfigure the network to exclude the upstream
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incomng linkis considered as connected, rz_link_up or rz_link_doun. These link
statusindi cators determ ne whether cells are beingreceived. The node can then
notify its upstreamnei ghbor of the status of the link by transmtting its own
Link Status on the opposite bus. The Link Status Signal is transmtted in the
last 3 bits of byte Gl at B3 rate and the last 6 bits of byte H4 at STS-3c rate.

I'n the Single-CPE configuration, the Link Status signals determmne when cells
are received fromSS and when cells can be transmtted to SS. In the Mil tiple-

CPE configuration, if the Link Status signal shows that the received link is
down, it will cause the CPE to reconfigure the network to block out the faulty

node.

4 Operation

In this section, the operation of a Single-CPE SMPB network at the STS-3c
rate is described fromthe initialization process through data transmssion and
eTTOr recovery.

4.1 Initializaion
The inmitialization process at the CPEcan be dividedinto the follow ngsteps:

1. Looking for Start of Frane: The beginning of a frame 1s indicated by 3
Al bytes (11110110).

2. lLooking for Start of Payload (verhead: Searching for the first byte of
the Payload Overhead is only necessary at STS-3 rate, as the Payload
verhead can start anywhere within the columm. By recognizing J1, the
first byte of POH, other POHbytes can be foundin the sequence foll om ng
J1 as shownin Fig 14.

3. (hecking Bus Identification: The correct Bus Identification value (byte
M) indicates that the CPEis connected correctly to the SSand/or other
CPEs. Bus Identificationis inportant onlyin the Miltiple-CPE configu-
ration.

4. Checking MD Page Alocation: CPEnonitors byte M in each frane to
determmne the MDvalue it wmill use totransmt cells. The first 511 M D
values (1 to 511) are reserved for the SS while the CPEs can use the rest
of the MDfield (512 to 1023). The M D Page Allocation is inportant
in the Mil tiple-CPEenvironment only where CPEs need to obtain their
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Line AlarmIndi cation Signal: The LAIS is sent downstreamto indicate
that an error has been detected in the Line upstream

Path Al armIndi cation Signal: The PAIS is sent downstreamto indicate
that an error has been detected in the Path downstream

Far End Receive Failure/Path Yell ow: The FRFsignal is used toindicate
upstreamthat an error has been detected downstream

3.3.3 Bus Identification

The Bus Tdentification Minagenent Byte (Byte M in the POH) is used to
indicate which Bus a node transmts on. For exanple, MACAreceives and
transmts on Bus Awhile MACBon Bus B. In the Single-CPE configuration,

the SS needs to transmt the Bus Identification byte to ensure that the CPEis
receiving on Bus A However, the CPE does not need to send back its own Bus
Identificationtoindicate that 1t transmts on Bus B. On the other hand, in the
Mil tiple- CPE configuration, all CPFs need to transmt their Bus Identification
bytes.

3.3.4 Message Identifier Page All ocation

As indicatedinthe Segnentation &Reassenbl y section, the Mssage Identifier
(MD) is used to transnit and receive cells in conjunction with the Source and
Destination Addresses. Thus, each CPEnust acquire at least one M Dinorder
totransmt andreceive inan SMB network. The M DPage All ocationprotocol

has been specified as adistributed protocol where the SS continuously announces
the M Dval ue (one per frane) viathe MDPage Allocationbyte (byte M inthe

Payl oad Overhead). Abrief overviewof the protocol is representedin Figure 15.

I'n the Single-CPE configuration, there is only one CPE that needs to reserve
the MD, it does not need to notify the SS which MDvalue it wmill use. This
neans that the CPE does not need to send out the M DPage Allocation byte.

I'n the Mil tiple- CPE configuration, each CPEneeds to transmt its M D Page
Allocation byte to ensure that the MDvalue it 1s using is uni que and has not
been reserved by another node.

3.3.5 Link Status

Astate machine in the Minagenent logic is used to determmne the status of
the received link. Based on the current state and the incomng signals, the
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the cell. This (fset Indicator represents the nunber of bytes fromthe
beginning of the rowwhere the cell starts. After the first cell is received
based onthe (Ofset Indicator, subsequent contiguous cells can be detected

as they are of the fixed 53 bytes size. If the PLCPlost track of cells, it can
be re-synchronized upon receiving the (Ufset Indicator in the next frane.

Using Fram ng State Mchine: Another way to recognize the beginning of
a cell is to search for the correct 5-byte Cell Header. b ensure that
the PLCPis detecting cells instead of mstaking a string of data for the
beginning of acell, 6 consecutive cells mist be detected before the PLCP
considers to be in In-Slot- Ikl ineation.

Currently, the Framng State Maichine is required to recognize cells while the
use of the Offset Indicator is optional. The STS-3¢c of The BayBri dge PLCPonly
inplenents the Fram ng State Machine.

3.3 Masgemat

In addition to carrying cells 1n the payload, eachrowin the 125us frame also
carries one byte of the Fayload Qverhead. The Framer is responsible of alerting
the PLCP when the first byte of the Payl oad Overheadis detected. The Payl oad
Overheadis used toindicate a nunber of errors and al armcondi tions and three
nmanagenent functions [9, 10].

3.3.1 FError Indicators

The Frror Indicators are set when an error condition occurs which prevent
operation. There are three error conditions:

Loss of Signal: An all-zeros patternis detected on the incom ng signal for a
long period of tine (100us or longer).

Loss of Frane: Abeginning of aframe is not detected after 3ns.

Loss of Pointer: Avalid pointer is not detected after 8 consecutive franes.
This error conditionis only applicable to STS-3c rate.

3.3.2 AlarmlIndicators

The AlarmlIndicators are set when an condition occurs which could prevent
operation. There are three al armconditions:
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32 Physicd Lag Cavegire Rdod

The Physical Layer Convergence Protocol (PLCP) is responsible for placingcells
in the payload of the 125pus frane at the transmtting side once the beginning
of the frane has been detected by the Framer. Conversely, it 1s alsoresponsible
for extracting cells fromthe frane payload at the receiving side. Fach PLCP1is
connected to one direction of each bus (see Figure 12). PLCPl is connected to
the receive side of Bus Aand the transmt side of Bus B. Simlarly, PLCP2 is
connected to the receive side of Bus Band the transmt side of Bus A In the
Singl e- CPE configuration, the CPEreceives fromBus Aand transmts to Bus

B, hence only one PLCPis needed. In addition, the PLCP provides the byte
clock (5.592MIz for the I3 rate and 19. 44Mlz for the STS-3c rate) to the rest

of the SMB Interface. The byte clockis derivedfromlocking the transmtting
(local) clock with the incom ng clock fromthe SS.

As the franme structures of the IB3 and STS-3c rates are different, two PLCPs
were designed, one operating at 45Mps and the ot her at 155Nbps.

3.2.1 I»®3

As shown in Figure 13, each cell 1s placed in one rownaking the process of
placing and extracting cells sinple [8]. The payloadis asynchronously mapped
into the frane and a mbble stuffing techni que is used to maintain the 12bus
frame cycle.

The ni bbl e st uffing protocol invol ves the size of the trailer. Duringthe first frane
of the stuffng cycle, 13 nibbles are transmtted. During the second frame, 14
nibbles are transmtted. During the third franme, either 13 or 14 nibbles are
transmtted dependi ng on whether the frane has been stuffed. The cycles are
repeated every three frames.

3.2.2 STS-3c

As shown in Figure 14, each STS- 3¢ rowhas 260 bytes of payl oad. This neans
that nore than one cell can be placed per row. (ells canstart at any point in
the payload and can straddle across rowand frane boundaries. This floating
payloadstructure nmakes the process of extracting cell fromthe payloaddiffeult.

There are t wo ways to indicate the beginning of a cell 1nthe payload

Pointer: Abyte in the Fuyload Querheadis used to indicate the beginning of
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3 SMDS Board

The SMB Board is conprised of three logic blocks: MAC, PLCP, and Man-

agenent .

31 DNMliunmA asss @tid

The Mdi umAccess Control (MAC) is responsible for transm ttingandreceiving
cells (L2- PDUs). The structure of acell is shownin Figure 10.

The MACfunctions include transm tting outgoing cells and receiving incomng
cells. Fach MACis connected to one bus; thus two MA(k are required per CPE.
An overviewof the DQPBMACchipis shownin Figure 11.

Out going cells:

(Cells are handed to the SMB Board by the SARBoard. Wen the SARBoard
requests a transmssion, the DQDB MMCwill wait for an appropriate enpty
cell. Wen access 1s granted by the MAC, the SAR Board passes a cell to the
SM®$ board. The CRCchecksumis cal cul ated by the MACand added to the

cell trailer.

In the Single-(PE Configuration, the MAC at the CPE has full use of the

bandwi dth. Wienever anenpty cell 1s received, the MACcan 1imedi atel y use
the cell, thus the DQDB protocol is not necessary. On the other hand, in the
Ml tiple- CPE Configuration, the full DQPBprotocol needs to be inpl enented

as a nunber of CPEs will be conpeting to use the avail able bandwi dth.

Incomng cells:

The DQPB MAC accepts all incomi ng BOM(Beginning of Mssage) cells that

nmatch any external MACaddress or cells with Mssage Identifiers (MIk) cor-
responding to nessages in progress. 'The MMCnaintains a table of current
MI» and alerts the Host of exceptions. The MACdoes not check for correct
cell ordering as this is handl ed by the SARBoard. The MACchecks the CRC

of all incomng cells and hands cells directly to the SARBoard for reassenbly,
indicatingif the cell has passed the CRC
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e The cell buffer 1s used efftiently. This becones nore inportant as the
cell buffer size increases. This schene is nost appropriate for asw tch or
for a CPEserving alarge nunber of users.

e (alcul ating the address of the next cell positioninthe cell buffer is sinple
— 1t 1s the next locationrenoved fromthe free list. As aresult newcells
may be accepted continuously back-to-back, unl ess the Message Table or

Cell Buffer 1s full.

Hovwever, this schene is only worth using if the size of the Mssage Table is a
small proportion of the size of the (Cell Buffer. This may not be the case in
some applications. The al gorithmused inthe SMB Interface of The BayBridge
1s not well suited for SSinplenentations because of the overhead of the Msage

Table.

2.2.2 An alternative al gorithm

W nowdescribe an alternative reassenbly design where hardware 1npl enen-
tationis necessary (CPUis not fast enough) and where cell re-ordering is not
required (see Figure 9).

e Reassenbly is conprised of three conponents: MD (Controller, FIFO
(Controller, and a shared RAM

e Wien a cell is received, the (¢ Hpeis checked. If the cell is a SSMor
BM the FIFO Controller allocates a free FIFOto store the cell. The
address of the FIFOis written in the Register File as the FIFO Wite
Pointer. After the first cell of the nessage is received, the follow ng (LM
cells will be storedinthe sane FIFO The Wite Pointer is updated every
tinme a newcell of a nessage is received. Once the FMcell is received,
the FIFOis ready to be read out.

e The Host will read fromthe FIFO, returning the FIDOto the Free List.

e The MDController is used tostore the FIFONunber of the FIF(Gs that
are currently being written. The Next Frpected (¢l Sequenceis also kept
inthe MDController.

e Toensure that the FIF(s are efftientl yused, FIFGs nay be allocatedina
small nunber of different sizes, sone capabl e of storing maxi rmmnessage
size (9188 bytes) while other are capable of holding smaller nessages.
Upon receiving the first cell of the nessage, the MD Controller checks
the Bisizeto determmne which FIFOis best suited to store the nessage.
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22 Remssahly

Wile Segnentation only deals with one nessage at a tine, the Reassenbly
logic mist be able to handle cells fromdifferent nmessages arriving i nterl eaved
The SMB standard currently requires that cells be accepted when up to 16
interleaved nessages arrive, but is expected to increase the requirenent to 128
in the future. The SAR Board was designed to accept up to 128 interleaved
nessages. In addition and as an experinent, the SAR Board was designed

to accept ms-orderedcells. Ms-ordered cells are normally rejected 1n SME,
the Reassenbly design of The BayBri dge was inpl enented as an experinent of
fast reassenbly with cell ms-ordering. There are two issues in designing the
Reassenbl y logic: efftient buffer nanagenent and tinely cell processing. 'The
sinplest but least efftient Reassenbly protocol 1s to al ways allocate a buffer
equal to the length of a nmaxi mumSMXb nessage when a BOMor SSMcell

arrives. 'The drawback of this protocol is the inefftient use of buffer space.
Wile 1.2Mytes of nenory nust be allocated for 128 maxi numnessages, a

l arge portion of the buffer will not be used as nost nessages will not be of the
maxi mmsize. This neans that small back-to-back nessages will quickly clog
the reassenbl y buffer.

The nost conplex schene 1s to allocate buffers of exactly the size of the SMB
nessage. The drawback of this schene is the ability to nmake tinely cell pro-
cessing decision when cells arrive every 2.8us (at STS-3c rate).

2.2.1 Inplenented Al gorithm

The al gorithmused in The BayBridge is based on [7] and is summarized in
Figure 8. Efftient use of the cell buffer is achieved by allocating buffers cell by
cell. Wien a BOMor SSMcell arrives, a newentry is nade in the MD Table

and a new Mssage Table entry is renoved fromthe free list. The cell 1s placed
inthe next freelocationinthe Gl! Buyffer andits address storedinthe Mssage
Table. Wen OMand EOMcells arrive, the MDis used to index into the

M DTable to find the correct Message Table entry for this M Dval ue. The cell

is placedinthe next free locationinthe Cell Buffer andits address storedinthe
Mssage Table. The position of the address 1in the Mssage Table is cal cul ated
using the Cell Sequence Nunber. Reassenbled nessages are renoved fromthe

cell buffer by indexing through the Mssage Table and reading fromthe Cell
Buffer .

Inthis design, conpleted nessages may be read fromthe cell buffer at the cell
arrival rate. The advantages of this design are:
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o MdiumAcess Protocol: The DQIB protocol is used as the nethod to
gain access to transmt cells. The protocol is especially inportant in the
Mil tiple- CPE configuration where a nunber of CPEs and the SS forma
DQIPB subnet work. The DQDB protocol 1s inplenented in the DQDB
MACChi p on the SM¥ Board. Onthe transmt side, the MMACtransm ts
cells fromthe SAR Board when it gains the right to transmt. On the
receive side, the MACcopies cells intended for the CPE and transmts
themto the SAR Board.

o Mysical ILayer (bnvergence Protocol (PLCP): The PLCP logic on the
SM¥ Bardis responsible for placing cells in the payl oad of the 12bus
frane. In the reverse direction, it is also responsible for extracting cells
fromthe frane on the receive side. Aside fromplacing and extracting
cells, the PLCP also places and extracts the Puyload Qrerhead (PCH)
bytes. The POHbytes are used to inpl ement the managenent functions.
The PLCPis connected to the Franer [6] whichis responsible for turning
the 12bus frane into bits before transmtting themout to the network.
As the Franer and the optical conponents were not devel oped as part of
The BayBridge project, they will not be discussed in this paper.

o Mmnagenent Protocol: The Managenent 1ogic on the SMY Bardis re-
sponsible for transmtting and receiving the POH bytes. Mnagenent
informationat the SMB Interface includes a nunber of Error and Al arm
Indications as well as the Bus Identification Protocol and Mssage Identi-
fier Page A location Protocol required by the DQDB protocol .

The naj or conponents of the SMB Interface of The BayBridge are shown in
Figure 6.

2 Segnentation & Reassenbly Board

The SAR Board operates synchronously to the SMB line clock, segrmenting
out going nessages into cells and reassenbling incomng cells into nessages.

21 Segatdian

Wen the Bridge Board has an SMB nessage to transnmit over the SMB
network it hands the nessage to the SARBoard. Mssages are segnented into
44-byte cells with 9 bytes of header andtrailer infornationadded (see Figure 7).
The segnentation process 1s straight forward, as it 1nvol ves only one nessage
at a tine.
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the data rate being used (D81 or T83). Thus, the nethod of placing cells

inthe frane varies with each data rate.

13 SWSThtafae d The BayBridge

The BayBridge [2, 3] is designed to connect FDOI LANs via SMPB as an
internetworking bridge and router. The main features of the SMXB Interface
are:

Dhta Rate: Al though SMXB is only specified to operate at IB1 or B3 at
the current tine, STS-3c rate [4] is expected to be offered in the future.
The SMS Interface of The BayBri dge operates at the SONET STS- 3¢
line rate. Areplacenent board operating at the B3 rate has also been
inplenented.

Single- CPE: Currently SMB is only specified in the Single- CPE configura-
tion. The SMX® Interface of The Bay Bridge supports Single-CPE at-
tachnent to an SMbB network. Additional logic has been designed to
enable the interface to operate inthe Miltiple- CPEenvironnment when it
becones available.

DQIBMAC Chi p: The SMEB Interface of The BayBri dge uses the DQDB
MAC Chi p devel oped as part of this project [5].

Throughput: The SMXS Interface operates at the line rates and is able to
handl e back-to-back cells in both the transm+t and receive directions.

Orect Connection: The SMB Interface nay be connected directly to ahost
workstation where it can operate as anetwork connection instead of being
aninterfacein The BayBridge (see Figure 4).

FDOI packets are encapsul ated into nessages before being transmtted to the
SMX¥ Interface. Encapsulationis chosen over translationfor its ease of 1nple-
mentation. The drawback of encapsul ationis that sone of the nessage payl oad

i1s used tostore the FOIX packet header, thus i ntroducing another level of over-
head. The encapsul ation process is perforned by the Protocol (hnverter of the
Bridge Brarddescribed in [2] (see Figure 5).

The SMB Interface is inplenented to performthe foll ow ng functions:
o Segnentation & Reassenbly: The process of segnenting a nessage into

miltiple cells and the reverse process of reassenbling multiple cells back
to a nessage are perforned by the Segnent ation & Rassenbly Board.
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Message (L3-PDU)

9188 bytes
PI Data
misc | 25| DA | sa |+ + &RS Length
PAD | PAD Bytes P!
Cell (L2-PDU)
53 bytes
Data
Header + E:%'l(;ﬁd CRC
PAD Bytes 9

STS-3c Frame (155Mbps)
270 bytes

Payload

< 260 bytes =

F

Figure 3: Mssage, Cell and 125us Frane
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Mil tiple- (PEE Asmall nunber of CPEs connected to one SS. The CPFs and
SSwill operate as a DB net work.

Multi-CPE

| cPE | [ cPE | | cPE

SNI

Figure 2: SMX$ Configuration

12 Rqurasis to irtafae to SNB

The units of transmssion in SMB are variable length nessages, L3 Protocol
Dita Unit (13- PO} of up to 9188 bytes and fixed length cells, L2 Protocol

Dita Thit (I2- PD0) of B3 bytes. The cells are transmitted on to the nedium

after being arranged in a 125us frane at the Physical Layer. The relationship
anong nessage, cells and frames is shownin Figure 3.

e layer 3: Wien SMB is used to connect LANs across the netropolitan
or wide-area, the packets fromthe LANs need to be transforned into
SMX nessage format. The transformation of LAN packets into SMB
nessages can be inplenented in two ways: encapsul ation or translation
Wen encapsul ationis being used, the entire LANpacket is placedin the
payload of the SMPB nessage. Wien the LAN packet is translated, its
header 1s stripped while its payloadis placedin the SMB nessage. Note
that when translationis perforned, the SMB nessage nay need to be
re-transl ated back to a LAN packet once 1t reaches the destination CPE,
unl ess the CPEi1s directly connected to the host.

o Jayer 2: After the nessage i1s constructed, it needs to be segnented into
miltiple cells before the data is transmtted on to the Physical Layer.
Simlarly, at the destination CPE cells need to be reassenbled into a
nessage.

e Ihysical Layer: (ells are placedinthe 12bus frane structure before being
sent out to the network. The frame structure is different depending on
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1 Overview

11 Whtis W

Switched Mil ti-negabit Data Service (SMXB) is proposed by Bll Communi-
cations Research, Inc. (Bellcore) as a neans to connect Local Area Networks
(LANs) beyond the custoner prenises, across anetropolitanor wide area [1].
Atypical topologyis showin Figure 1.

Figure 1: SM®B Topol ogy

The principal features of SMH are:

Hi gh Speed: THK1 (1.5NMps) or B3 (45Mps).

Connectionl ess: transmissionis onaper-franme basis. Nocall setup or renoval
is required.

Public: services are offered by the Bell Operating Conpanies. FEach sub-
scriber 1s assigned a ten-digit address follow ng the prefu of I according
to CATT Reconmendation E. 164 and the North American Nunbering
Pl an ( NANP).

Ciist oner Premises Fyuipment (CPF)is connected to a local SMB Swutching

System (SS) (usually located at the local telephone offce) via the Subseriber-
Network Interface (SN). The interface protocol across the SNI is based on
the Distributed Qieue Dual Bus (DQPB) Mtropolitan Area Net work Mdium
Access Control (MAC) protocol described in the TEEE 802.6 Standard.

There are two ways to connect CPEs to SMB, Single-(PEand Mltiple- (PE
(see Figure 2).

Single- CPE: One CPE connected to one SS.
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Abstract

This paper descri bes the design of a hi gh performance interface to the
Switched Multi-negabit Service (SMDS). It was inplemented as a part
of The BayBridge and operates at STS-3c (155NMbps) and D83 (45Mbps)
rates. The SMB Interface consists of two circuit-boards: the Segnenta-

tion and Reassenbly (SAR) board and the SMXB board.

We first gi ve an overvi ewof SMX® and of i npl enentationissues. After the
overview, we discuss the architecture of the SMB interface, starting with
the Segmentation & Reassenblyboard. The SMX boardis described next

in three parts: MediumAccess Control, Physical Layer Convergence Bro-

tocol, and Mnagenent. To illustrate the design, we present an exanpl e
starting fromthe initialization process through the operational and error

recovery procedures. Finally, we drawthe lessons fromthe design of the

SMX Interface.
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